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Abstract— Character recognition is an important task in 

biometrics. Th is paper uses neural network for real time 

handwritten Marathi numerals recognition. We have 

taken 150 online Marathi numerals written in different 

styles by 10 d ifferent persons. Out of these, 50 numerals 

were used for training purpose and another 100 

numerals were used for recognition purpose. The 

numerals undergo the preprocessing steps using image 

processing techniques and after character dig itization it 

is further subjected to the multilayer backward 

propagation neural network fo r recognition purpose. 

The proposed research work gives recognition accuracy 

from 97% and to 100% for the different resolution of 

input vector. 

 

Index Terms—  Marathi, Recognition, Neural Network, 

Back Propagation, Epochs 

 

I. Introduction 

Handwriting processing is a domain under g reat 

scope of expansion and hence the interest devoted in 

this field  is not explained only by the exciting 

challenges involved, but also the huge benefits that a 

system, designed in the context of a commercial 

application. Two classes of recognition systems are 

usually distinguished: online systems for which 

handwriting data are captured during the writing 

process, which makes available the informat ion on the 

ordering of the strokes, and offline systems for which 

recognition takes place on a static image captured once 

the writing process is over. Online handwriting 

recognition allows for such input modalities. Online 

handwritten scripts are usually dealt with pen tip traces 

from pen-down to pen-up positions
[1][2][3]

. Neural 

Network and Hidden Markov Models are the popular, 

amongst the techniques which have been investigated 

for handwriting recognition. It has been observed that 

Neural Network in general obtained best results  than 

Hidden Morkov models, when a similar feature set is 

applied. Here we have used Multi-Layer Perceptron 

(MLP) neural network and trained with back-

propagation which is the most popular and versatile 

forms of neural network classifiers and is also among 

the most frequently used traditional classifiers for 

handwriting recognition
[3][4][5][6]

. 

1.1 System Overview 

We propose to implement a simple optical Marathi 

numeral recognition system from (0-9). The system will 

take as input a scanned bitmap consisting of multiple 

isolated numerals.  

 
Fig. 1: Block diagram of the system 

 

The system will then segment the image, and perform 

feature extraction and pattern classification on the 

individual objects. The resulting numeral will be output. 

A block diagram of the proposed online recognition 

system of isolated Marathi digit is shown in Fig 1. 
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The flow of data during train ing is shown by the 

dashed line arrows, while the data flow during 

recognition is shown by solid line arrows. The input to 

the system is a sequence of handwritten numerals 

patterns which is preprocessed. After preprocessing the 

input from tablet the extreme coordinates i.e. left, right, 

top, and bottom are calcu lated. Then numeral is 

captured in a grid and sensing the character pixels in 

grid boxes, the numeral is digitized in a binary string. 

This binary string is applied at the input of Neural 

Network fo r training and recognition. Grid size of 

7x5(i.e . 7 rows and 5 columns) were used in the 

experiments. 

 

II. Marathi Script, data acquisition and 

preprocessing 

Marathi is a form of alphabet called an abugida, as 

each consonant has an inherent vowel (A) that can be 

changed with different vowel signs. Vowels can be 

written as independent characters, or by using a variety 

of diacrit ical marks which are written above, below, 

before or after the consonants they belong to. Tablet has 

been used to take the samples from different subjects. 

Each subject was asked to write on tablet board (writing 

area). The acquired image is first being converted to 

grayscale image followed by the threshing technique, 

which makes the image binary image. The b inary image 

is then goes through the connectivity test in order to 

check for the maximum connected component, which  is  

in the form of box.  After locating the box, the 

individual characters are then cropped into different sub 

images that are the raw data for the feature extraction 

routine. The following preprocessing steps are applied 

on the acquired image. 

2.1 Image Preprocessing 

The first step of this process ing is to converts  the 

acquired RGB image into gray image and then binary. 

The binary image is then inverted because when we are 

applying morphological operations such as edge 

detection which is applicable to black background i.e. 

with pixel „0‟ and white foreground with pixel „1‟. The 

main aim is to do that for simpler and faster calcu lations 

for further processing. 

2.2 Edge Detection:  

In practice, edge detection is performed in the spatial 

domain, because it is computationally less expensive 

and often yields better results. Since edges correspond 

to strong illumination gradients, we can high light them 

by calculating the derivatives of the image. In this 

numeral recognition process we are using the method of 

gradient edge detection with Sobel operator
[6][7][8][10]

. 

Gradient edge detection is the more widely used 

technique. Here, the image is convolved with only two 

masks, one estimating the gradient in the x-d irection Gx,  

the other the gradient in the y-d irection Gy. The two 

masks are shown in “Fig. (2)” below. These masks are 

designed to respond maximally to edges running 

vertically and horizontally relat ive to the p ixel grid, one 

mask for each of the two perpendicular orientations. 

The mask can be applied separately to the input image, 

to produce separate measurements of the gradient 

components in each orientation. These are then can be   

 

Fig. 2: Sobel convolution mask 

 

Combined together to find the absolute magnitude of 

the gradient at each point and the orientation of that 

gradient. The gradient magnitude is given by 

 =                                           (1) 

The angle of orientation of the edge gives rise to the 

spatial gradient is given by 

                    (2) 

In this case, orientation „0‟ is taken to mean that the 

direction of maximum contrast from black to white runs 

from left to right on the image, and other angles are 

measured anti-clockwise from this. Th is absolute 

magnitude is the only output the user sees. The two 

components of the gradient are conveniently computed 

and added in a single pass over the input image using 

the pseudo-convolution operator as shown in “Fig. (3)”. 

 

Fig.3: Pseudo-convolution masks used to compute   approximate 

gradient magnitude 

 

Using this mask the approximate magnitude is given 

by 

=  

      (3) 
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2.3 Dilation 

Dilation is typically applied over hear to gradually 

enlarge the boundaries of regions of the foreground 

pixels thus the area of foreground pixels grow in size 

while holes within this regions becomes smaller. The 

dilation operator takes two p ieces of data as input. The 

first is the image which is to be dilated and the second 

is a set of coordinate point known as structuring 

element. The structuring element determines the precise 

effect of the dilation on the input image. 

Mathematically, dilation of A by B is denoted by 

A B and is defined as
[7-10]

. 

A B =                                  (4) 

2.4 Hole filling 

Hole filling is determined by selection of marker and 

mask images. Here, we choose the marker image is fm to 

be „0‟ everywhere except on the image border, where it 

is set to „1‟ [6, 10-11]. 

 

Figure 4 show the above preprocessing steps 

followed on online data. 

The sizes of the sub images are not fixed since they 

are exposed to noises which will affect the cropping 

process to be varied from one to another. This will 

cause the input of the network to become non-standard 

and hence, prohibit the data from feeding to the network. 

To solve this problem, the sub images have been resized 

to 50x70 and then finding the average value in each 

10x10 block, the image can be down to 5 x7 matrices, 

with fuzzy  value and become 35 inputs for the network. 

Figure 5. Shows the object location. 

 

Fig. 4: Image dilation and hole filling 

 

 

Fig. 5: Object location 

 

III. Feature Extraction and Character Detection  

The sub-images have to be cropped sharp to the 

border of the character in o rder to standardize the sub-

images. The image standardization is done by finding 

the maximum row and column with 1s and with the 

peak point, increase and decrease the counter until 

meet ing the white space, or the line with all 0s. This 

technique is shown in Fig. 6 with a numeral “ ” is 

being cropped and resize.  

 
Fig. 6: Image standardization 

 

 
Fig. 7: Image resizing 

The image pre-processing is then followed  by the 

image resize again to meet the network input 

requirement, 5 by 7 matrices, where the value of 1 will 

be assign to all pixels where all 10 by 10 box are filled 

with 1s, as shown in figure 7. Finally  the 5 by 7 

matrices are concatenated into a stream so that it  can be 

fed to the network 35 input neurons. The input of the 

network is actually a negative image of the figure, 
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where the input range is 0 to 1, with 0 equal to black 

and 1 indicate white, while the value in between shows 

the intensity of relevant pixels. 

 

IV. Neural network and Training 

The network receives the 35 Boolean values as a 35-

element vector. It is then required  to identify the 

character by responding with a 10- element output 

vector.  The Fig. 8 shows the back-propagation method 

for an artificial neural network with one hidden layer. 

Here „o‟ will always denote a cell in  the input layer, „p‟ 

a cell in the hidden layer and „q‟ a cell in  the output 

layer. 

 
Fig. 8: Neural network with one hidden layer 

 

Here ξo denote the input at cell „o’, and N the 

number of input cells (i.e., (ξ1…. ξN) is the input 

vector), let „Ẁsr’ be the weight of the link between cell 

„s’ in layer „l’ and cell „r’ in layer „l -1‟, „Ip’  the input 

and „Op’ the output of a cell „p’ in the hidden layer, and 

let „Iq’ be the input and „Oq’ be the output of a cell „q’ 

in the output layer. Furthermore, let „µ’ denote an input 

pattern µ=1….p index, (with p being the total number 

of input patterns) and let the set  be the set of 

input-output patterns (with µ denoting the number of 

the pattern). Finally, let j, k  and m be indices denoting 

cells in the input, hidden and output layer respectively 

[4-6]. 

4.1 Neural Network in numerals recognition 

Neural network classifier exh ibit powerful properties 

and they have been used in handwriting recognition 

particularly with dig its, isolated characters, and words 

in small vocabularies. In this work, multilayer feed-

forward back propagation neural network has been 

implemented. The neural network had three layers: an 

input layer consisting of 35 nodes, a hidden layer 

consisting of 20 nodes, and an output layer 10 nodes 

one for each numerals
 [11-16]

.  Fig. 9 shows the three 

layer artificial neural network for numeral recognition. 

The network uses back-propagation in addition to bias 

weight and momentum. 

 
Fig. 9: Three layer artificial neural network for numeral recognition  

 

The neural network algorithm trains the 50 numerals 

and the performance goal is met for 196 epochs as 

shown in Fig.10. 

 

Fig. 10: Performance goal is met for 196 epochs 

 

The test data of 100 numerals were used for testing 

purpose and the display gives the Marathi numerals as 

shown in Fig.11 

  

Fig. 11: Displayed result  
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V. Experimental Result 

Table 1 shows the experimental result fo r 100 

Marathi numerals. In th is table the applied Marathi 

numerals are 100 in  numbers i.e . 10 samples of each 

number from (0 to 9). The recognition accuracy 

achieved is approximately 97 % for vector size (5x7) 

and 100% for vector size (10x14). 

Table 1: Experimental result and percentage recognition 

Applied Marathi Numerals 
Numerals recognized 

properly 

Percentage recognition for the 
resolution of the input Vector 

(5X7). 

Percentage recognition 
for the resolution of t he 
input Vector (10X14). 

 
10 100 % 100 % 

 
10 100 % 100 % 

 
10 100 % 100 % 

 
9 90 % 100 % 

 
10 100 % 100 % 

 
10 100 % 100 % 

 
9 90 % 100 % 

 
10 100 % 100 % 

 
10 100 % 100 % 

 
9 90 % 100 % 

 

VI. Conclusions 

It can be concluded that the Marathi 150 numerals 

can be trained and recognized properly. The 97% 

recognition result can be achieved for the resolution of 

the input vector (5x7). If some noise were introduced 

because of different writ ing styles of different persons 

from school children to a Doctorate person or by pen 

tips, the network can be treated for a longer time or 

retained with more neurons in its hidden layer. Also, the 

resolution of the input vector can be increased to a (10 x 

14). The 100% recognition result has been achieved for 

the resolution of the input vector (10x 14).  
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