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Abstract: Text summarization is the process of creating a shorter version of a longer text document while retaining its 

most important information. There have been a number of methods proposed for text summarization, but the existing 

method does not provide better results and has a problem with sequence classification. To overcome these limitations, a 

tangent search long short term memory with adaptive reinforcement transient learning-based extractive and abstractive 

document summarization is proposed in this manuscript. In abstractive phase, the features of the extractive summary are 

extracted and then the optimal features are selected by Adaptive Flamingo Optimization (AFO). With these optimal 

features, the abstractive summary is generated. The proposed method is implemented in python. For extractive text 

summarization, the proposed method attains 42.11% ROUGE-1 Score, 23.55% ROUGE-2 score and 41.05% ROUGE-

L score using Gigaword. Additionally, 57.13% ROUGE-1 Score, 28.35% ROUGE-2 score and 52.85% ROUGE-L 

score using DUC-2004 dataset. For abstractive text summarization the proposed method attains 47.05% ROUGE-1 

Score, 22.02% ROUGE-2 score and 48.96% ROUGE-L score using Gigaword. Also, 35.13% ROUGE-1 Score, 20.35% 

ROUGE-2 score and 35.25% ROUGE-L score using DUC-2004 dataset. 

 

Index Terms: Summarization, Knowledge Graph, Feature Selection, Optimization Technique, Improved 

Reinforcement Learning, ROUGE Scores. 

 

 

1.  Introduction 

Text Summarization (TS) is the process of making brief summary. There are numerous techniques suggested to 

extract the information from the document overall, they are classified as extractive and abstractive [1,2] . In the 

extraction, the key objects and sentences are extracted without modifying themselves. After understanding the language, 

the abstraction includes rephrasing the context aware sentences [3,4]. Summarization of text helps to develop a brief 

version of the actual data. Single and multi-Document Summarization (DS) are two types of DS [5,6]. The abstractive 

techniques can able to properly rewrite the core ideas of the source document, than extractive summarization. The 

Abstractive Text Summarization (ATS) plays a major part in natural language processing. Due to the rapid growth of 
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Deep Learning (DL), many models are proposed to change an input into brief output sequence [7,8]. They have been 

successful in many tasks or applications like, video captioning, speech recognition and machine translation. Unlike the 

above tasks, in TS, the output sequence is much shorter than the input sequence [9,10].  

The Extractive Text Summarization (ETS) summarize the documents without rephrasing it. It extracts few 

sentences from the document and provides a meaningful summary as output [11,12]. The extractive summaries can't 

capture important information spread over the files. Dangling anaphora is a problem faced by the extractive summaries, 

i.e., the pronouns present in the text lose their meaning when extracted [13,14]. In the extraction-related summarization 

field, a large number of works has been done, but in abstractive-related summarization, it is very difficult because, the 

computer can choose only the most valuable data from the text; due to this problem, it is very crucial to combine 

valuable information and to make compressed content of the text[15,16]. At first, the important information must be 

identified, and then summarization can be performed to summarise all the documents in a single paragraph [17,18]. The 

difficulty of generating abstractive summaries is shown in recent papers [19,20].  The approach [28] failed to identify 

correct summaries of lengthy document of books or chapters. The approach [33] chooses the significant sentences from 

the summary without rephrasing it, because the rephrasing makes the sentences clearer and much easier to comprehend. 

To overcome these issues, the proposed method uses TS-LSTM for ETS and ARTL for ATS. The proposed method 

helps to summarize long documents without losing its quality. The ARTL based abstractive summarization rephrases 

the sentences without changing its content. The major research objectives of this research work are: 

 

 To find correct summaries of lengthy document of books or chapters, without losing its quality. 

 To rephrase the final summary, which makes easier to comprehend the sentences.  

 To compare the experimental outcomes of proposed method with various extractive and ATS techniques for 

demonstrating an efficiency of proposed method. 

 

Remaining manuscript is arranged as: section 2 delineates the comprehensive review. The proposed technique is 

explained in section 3 followed by the explanation of outcomes and discussions in section 4. This manuscript concludes 

in section 5.  

2.  Literature Survey 

Several studies were formerly suggested in the literature related to TS. Among these, a few recent studies are 

expressed below, 

In 2021, Shi T et al. [21] had suggested a neural ATS with sequence-to-sequence models. In this approach an open 

source library was developed, called neural ATS. This approach mainly focused on the challenges that related with the 

architecture of neural network, summary generation procedures and different algorithmic solutions. The evaluations 

were done on the CNN/daily mail database. But most of the seq2seq methods depend on beam search algorithm for 

summary generation. In 2021, Rani R and Lobiyal DK [22] had developed an ETS approach using tagged-LDA based 

topic modeling. The findings show that this strategy creates concise, well-written, and cohesive summaries. But need to 

develop some entities in this approach for extracting more informative topics.  

In 2022, Mishra SK et al. [23] had introduced a scientific DS in multi-objective clustering framework. The 

sentences were clustered by the concept of multi-objective clustering. Need to explore some features like marginal 

relevance to extract the sentence from the cluster. In 2018, S. Song et al. [24] had suggested an ATS using LSTM-CNN 

based DL. This method consists two phases, initially, from the source sentence, the phrases were extracted and then 

generates text summaries with the help of DL. This approach has high accuracy but the text pre-processing stage 

consumes more time, so it is essential to develop a more convenient text preprocessing tool. In 2022, Wazery YM et al 

[25] has suggested an abstractive Arabic TS based on DL. The goal of this approach was to create a seq-to-seq model 

with the help of some deep artificial neural networks to attain greatest performance. This approach works through two 

components which is decoder and encoder. But this approach looking forward for applying Reinforcement Learning 

(RL) algorithms, and to combine RL methods with DL models for enhancing the quality of the GS. In 2020, Yuan C et 

al. [26] had suggested an integrating Word Attention by Convolutional Neural Networks (WACNNs) for ATS. The 

effectiveness of this method is evaluated on the Gigaword, Chinese summarization and DUC-2004 datasets. The 

combined multilayer convolutional neural network and word attention offers a better-learned depiction of the input. But 

need to examine the effect of the hierarchical representations of the input documents.  

In 2019, Wenbo W et al. [27] have developed a concept pointer network for ATS. This approach provides a 

concept pointer model (concept pointer with Distant Supervision strategy (concept pointer+DS) and concept pointer 

with Reinforcement Learning (RL) to generate concept-oriented summaries and to enhance the ATS. But the 

overarching tendency of the model is still to copy segments of the source text and rearrange the phrases into a summary. 

In 2020, Gao Y et al. [28] had suggested a neural ATS fusing by global generative topics. The experiments of this 

approach were conducted on Gigaword and DUC-2004 datasets. Global generative topic fusion with Local sentence 

generation Encoding for Abstractive text summarization (GLEAM) has some corresponding aids. But need to identify 

correct summaries of lengthy document of books or chapters.  In 2022, Mahalakshmi P et al. [29] had suggested a TS 

and image captioning in data retrieval using DL methods. This approach was validated with the help of DUC and 
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Gigaword. The experimental outcomes of DBN was compared with several existing techniques like MAPCoL. Need to 

improve the performance of Deep Belief Network (DBN) with the use of hyperparameter tuning strategies.  

In 2018, Yao K et al. [30] had suggested a deep RL for ETS. This approach depends on Deep Q-Network (DQN). 

The abstract attributes like, salience, data content and idleness of the sentences was taken in the Q-value approximation. 

This approach was evaluated on DUC-2002, CNN/Daily corpus and DUC-2004 datasets. But need to discover a word-

level based ETS via deep RL. In 2020, Jiang Z et al. [31] had suggested a n-grams and combining word embeddings for 

unsupervised DS. For sentence compression a transformer-based model was suggested to aid in DS. This method can 

outperform the TF-IDF based method. In 2023, Sakhare DY [32] had suggested a sequence-to-TS with the help of 

LSTM based neural approach. The non-differential valuation metrics were employed in this technique and it stores 

significant attributes for active TS. Need to propose many patterns of linguistic TS. In 2020, Tomer M and Kumar M 

[33] has suggested an improved TS with ensembled approach based on Fuzzy with LSTM (FLSTM). The experiment of 

this approach was performed on DUC and CNN/daily mail datasets. This approach utilized interference and fuzzy 

measures for textual information extraction. The restriction of this approach is that, it chooses the significant sentences 

from the summary without rephrasing it.  

In 2020, Hark C and Karcı A [34] had suggested a Karcı summarization an effective and simple method for 

automatic TS with Karcı entropy. This approach was evaluated on DUC-2002, DUC-2004 and document understanding 

conference datasets. This approach selects the generic, effective and informational sentences within a unit of text or 

paragraph. Further efforts are needed to improve the ROUGE scores of this approach. 

2.1.  Background  

Reducing number of words and sentences of a document without changing its meaning is known as TS. The ETS 

involves picking up the most important lines and phrases from the ATS is the purpose of generating concise summary 

which contains the document’s prominent ideas.  

2.1.1.  Problem formulation 

There are several methods suggested for TS. But the ROUGE scores of existing methods are low and it is difficult 

to summarize long documents with high quality.  The existing methods in the above section 2 has several drawbacks in 

TS such as, choosing the significant sentences from the summary without rephrasing it, failed to find correct summaries 

of lengthy document of books or chapters, etc. To overcome these limitations this work is motivated.   

3.  Proposed Methodology  

In, this section, both ETS and ATS is proposed. In the extractive phase, the input text is preprocessed, it contains 

of four steps such as tokenization, segmentation, stemming and stop words removal and given to TS-LSTM for 

generating extractive summary. In the abstractive, the important features are withdrawn from the extractive summary. 

Then the optimal features are selected with the help of AFO. With these optimal features, the abstractive summary is 

generated using ARTL. Fig. 1 displays the workflow of proposed scheme. 

3.1.  Input Acquisition 

For TS, the input data is taken from Gigaword and DUC-2004 datasets [35,36].  

3.2.  Pre-processing of Text 

Pre-processing of text is the primary phase in text summarizing, which includes identifying the sentences that 

make up a section (segmentation); tokenizing the streaming text; removing unnecessary information and stop-words 

such as essays, pronouns, and adverbs; and identifying the material that contributes meaning. In this pre-processing 

section, the literature survey part is dropped (i.e. initially, the articles are read). The read articles are written in a text file 

(csv) with a corresponding section name.  

 

 Tokenization & segmentation: Various operations are included in the pre-processing modules. It begins with 

discovering various component sentences and segmenting them. Furthermore, tokens are separated from the 

continuous set of characters. (tokenization). 

 Stemming and stop words removal: Stop words and other unnecessary words are eliminated after 

tokenization. These popular words can be disregarded namely, articles, prepositions, adverbs, and pronouns 

(have no meaning). Stop word removal refers to removing certain words from these texts. To reduce words to 

their word stem, linguistic normalization is carried out in the end (stemming) [37]. 

3.3.  Extractive Text Summarization using TS-LSTM  

The preprocessed text is given to TS-LSTM for ETS. The extractive process entails choosing the document’s key 

words and passages. The summary is then produced by merging all the important lines. An artificial neural network 

called LSTM is employed in DL and artificial intelligence. LSTM is influenced by feedback. It is employed in the 

processing, prediction, and classification of time-series data. 
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Fig. 1. Block diagram of proposed extractive and abstractive text summarization 

LSTM: The basic units of LSTM are cell, input, output and forget gate. Equations (1)-(6) display the weight 

matrix and transfer vector formulas. 

 

 ititit bxUhWi  1                                                                       (1) 

 

 ftftft bxUhWf  1                                                                     (2) 

 

 ctctct bxUhWc  1tanh~
                                                                  (3) 

 

ttttt cicfZ ~
1                                                                           (4) 

 

 ototot bxUhWo  1                                                                    (5) 

 

 ttt zoh tanh                                                                            (6) 

 

where  is the sigmoid role and  is element- wise product, the input  at time t is 
tx , 

tf  is the forget gate, tH  is 

the hidden state vector storing sequence information, bias vectors are represented as ib , fb , cb , ob  and the matrices 

of weights for hidden state th   are iW , fW , cW , oW are matrices of weights for hidden state. The weight vector 
iW  is 

optimized with the help of TS for a better extracted summary [38]. 

3.4.  Tangent Search (TS) Algorithm  

The TS depends on Tangent Function (TF) which is a mathematical function. This function provides an excellent 

capability for thoroughly exploring the search space, and its disparity between  and  . The periodicity aid in 

maintaining good stability between exploitation and exploration. In the TS method, every motion equation is controlled 

by an overall step of the form “  tan*step ”, where the levy flight function is replaced with the tangent flight 

function. The flowchart of TS is given in Fig. 2.  
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Step 1: Initialization  

The TSA starts by random initial population generation. The following equation (7) calculates the initial solution 

equally dispersed over the Search Space (SS). 

 

   DRandLULY BBB
*

                                                                   (7) 

 

where, BL signifies the Lower Bound, BU  signifies the Upper Bound, Rand  is a function to create evenly distributed 

arbitrary numbers (i.e. between [0, 1]) and D  is the problem’s dimension. 

Step 2: Random generation 

After initialization, the input constraints of TS are generated randomly.  

Step 3: Fitness Function (FF) 

FF is used to derive the objective function. 

 

  iWctionFitnessFun min                                                                     (8) 

 

 

Fig. 2. Flowchart of tangent search algorithm 

Step 4: Search for intensification 

In the Intensification Search (IS), the TS initially makes a random local walk assisted by (9) and then few variables 

( i )of Obtained Solution (OS) is substituted by the values of i in the ideal Current Solution (CS) with the help of (10).  
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    BBBB LLURandLYY  *                                                             (11) 

 

    BBBB LLURandUYY  *                                                              (12) 

Step 5: Exploration search (ES) 

The TS creates a global accidental walk with a creation of flexible step size and tangent flight. Tangent function 

facilitates effective SS exploration. The TF aids to explore the SS, indeed   close to 2/pi make the parameter of 

tangent bigger and the OS would be near to the existing solution.   

 

 tan*1 stepYY t
i

t
i                                                                       (13) 

 

The ES equation (13) is applied on i with a probability equal to  D1 , where the dimension of the problem is D .  

Step 6: Escape local minima approach 

TSA combines a strategy to deal with the local minima stagnation problem by a precise procedure. This procedure 

has two sections with some probability. Additionally, a new random solution with a probability of 0.01 can replace the 

worst solution. And it is given in (14)-(15). 

 

  YoptSrandomoptSRYY  **                                                       (14) 

 

   BB LUYY  *tan                                                                    (15) 

Step 7: Explanation about parameters 

TSA utilizes two variants of the step-size, in IS the first step-size variant is used and it is calculated with the help 

of (16) and (17), 

 

     toptsNormrandomsignstep dim/*101log**5.0*101                                  (16) 

 

     tXoptsNormrandomsignstep  20log/*5.0*12                                     (17) 

 

where Norm  is a mathematical form, TS can also use other norms; the present solution is Y , and which guides the 

exploration procedure to the best outcome, the best CS optS  is utilized to guide the search process towards the ideal 

solution. The exploration and exploitation search direction are controlled by the component sign (-, +). With the help of 

(16) and (17) the weight parameter of LSTM  iW is optimized  

In the convergence of TSA, the angle   plays an important role.After an experimental study,    is selected 

randomly in the range of  1.2/,0 pi  in the IS and in the range of   3/,0 pi  in the ES. As a result, tangent function value 

range is 0 to 13.34   1.2/tan pi . The weight vector iW is optimized with the help of TS for a better extracted summary. 

Step 8: Termination 

Here the TS is used to improve the weight parameter of LSTM for an effective extracted summary. In this 

proposed method, the DS for both extractive and abstractive phase established accurately. The weight parameter of 

LSTM is optimized. Thus, the rate of   recall, F1-score, precision and ROUGE scores for both extractive and abstractive 

phases are enhanced. Until met the termination condition, the algorithm iterates the phase 7 to 3 till the criteria time 

iteration 1 TT  is reached. After optimizing the weight parameter of LSTM, an extracted summary is generated. Then 

the extracted summary is given to abstraction phase as input [39]. 

3.5.  Abstractive Summarization using ARTL 

The features such as numeric token, trigrams, bigrams, sentence position, TF-IDF, proper noun score, thematic 

score,  sentence length, and cosine similarity of the extractive summary is extracted.  

3.5.1.  Feature Extraction 

Extract the most significant features in the dataset by feature extraction. 

 Sentence position 

In sentence position the sentence appeared in the end or beginning of input sentence is considered to be most 

significant. Equation (18) is utilized to calculate the sentence position. 
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numbertotal

indexnumbertotal

position
Sentence

SentenceSentence
Sentence


                                         (18) 

 Bigrams 

Bigram is the order of two adjacent words exist in the input. To get the count of two adjoining words in the 

document bigram is used. 

 Trigrams 

Trigram is any order of three adjacent words exist in the input. The trigrams help to obtain the value of three 

adjoining word sets. 

 TF-IDF 

In topic description TF  is used for estimating the sentence’s relative frequency. 𝐼𝐷𝐹  is a factor that helps to 

minimize the weight of the frequent words in the document. IDFTF  is calculated with the help of (19)-(21). 

 

 
termsofnoEntire

appearedttermtimesofno
tTF                                                               (19) 

 

 
ttermthecontainingdocumentsofNumber

documentsofnumberTotal
tIDF log                                           (20) 

 

    tIDFtTFIDFTF *                                                                     (21) 

 Cosine similarity 

This function helps to identify the similarity between various sentences with centroid. 

 Thematic score 

The document keywords are thematic words. From the document these thematic words are withdrawn with the 

help of RAKE (Rapid Automatic Keyword Extraction) 

 Sentence length 

It is utilized to calculate the sentence length. It is calculated with the help of (22). 

 

 
length

length

length
SentenceLongest

Sentence
LSentence                                                   (22) 

 Proper Noun (PN) score 

The sentence containing PN is considered to carry most important information. Equation (23) helps to calculate the 

proper noun score. 

 
wordsofnumberTotal

nounsproperofnumberTotal
NScoreNounoper Pr                                        (23) 

 Numeric token 

It is estimated by dividing the entire number of arithmetical information in the sentence by the input sentence. The 

extracted features are then given to AFO. 

3.5.2. Adaptive Flamingo Search Algorithm for Feature Selection  

A revolutionary swarm intelligence optimization system called AFO was motivated by flamingos' migratory and 

searching behaviour.  

Step 1: Initialization 

Initially the parameters of AFO are generated.  

Step 2: Random generation 

The initialized parameters of AFO are generated randomly.    

Step 3: FF  

In this, the FF of the AFO is utilized for selecting the optimal features. The FF is calculated with the help of (24). 
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  X)Diversity(* w5+ e(X) w4Coverag+ L(X)- w3Rouge+ 2(X)- w2Rouge+ 1(X)-w1RougeXFF             (24) 

 

where, X  signifies the binary vector, the elements in X signifies whether the optimal features are selected or not. 

1-Rouge , 2-Rouge and  L-Rouge are the ROUGE scores for numeric token, trigrams, bigrams, sentence position, 

TF-IDF, thematic score, proper noun score, sentence length, and cosine similarity. These scores help to estimate the 

relevance of the selected features to the original document. w1 , w2 , w3 , w4 , and w5  are weights that can be 

adjusted to prioritize different aspects of the summary. The foraging behaviour of flamingo depends upon three features. 

They are communicative, beak scanning and bipedal mobile behaviour.  

Feature 1: Communicative behaviour 

AFO is a technique that simulates flamingos to seek the ideal result in the exploration region depend on the limited 

available data. Consider that the flamingo has more food in the dimension j  is 
jxb .  

Feature 2: Beak Scanning (BS) behaviour 

The flamingos foraging behaviour encounters an error with the transmitted information. A Standard Normal 

Distribution (SND) is presented for simulating the error. Flamingo's behaviour in an aspect of maximum distance can be 

quantified as ijj xxbg  21  . Here, 2 represents a random number in the range of 11 or . 1g is a random number 

which follows SND. During BS behavior, to simulate the flamingos scanning range the normal distribution is again 

introduced, and its variation curve approximates the variation of the flamingo’s BS range as ijj xxbgg  212  , where

2g  denotes random number followed by SND. 

Feature 3: Bipedal mobile behaviour 

The distance between the food and flamingo can be quantified as jxb1 , Here  is a random number of 11 or . 

An input variable is split into large, small, and medium, depending on the triangular membership function, and the 

range of this triangular function is between 11 and . The following equation (25) is used for finding the iteration value. 

 

iterationTotal

iterationcurrent
Iteration                                                                          (25) 

 

Fuzzy structure rules are designed to reach the accurate triangular value. The following 

conditions are described by the following fuzzy system.  

 

● If R is -1, then the iteration is low. 

● If R is 0, then the iteration is medium. 

● If R is 1, then the iteration is high. 

 

To examine flamingos foraging in the
tht  iteration of moving step is given in (26). 

 
t
ij

t
j

t
j

t
ij xxbggxbb  2121                                                                 (26) 

 

The formula for foraging the flamingo by updating the image location is given in (27).  

 

 
K

xxbggxbx
x

t
ij

t
j

t
j

t
ijt

ij

|| 21211





                                                       (27) 

where 
1t

ijx  and 
t

ijx signifies the flamingo’s position i , in dimension j of the population in the iteration 1t and t . A 

n  degree of freedom that can be chosen as an arbitrary number followed by chi-square, is a diffusion factor denoted by

 nkK  . SND followed by random numbers are represented as  1,01 Ng   and  1,02 Ng  . 21,  are randomize by

11 or .  

Step 4: Shifting behaviour 

When food is infrequent in the present foraging area, the flamingo moves closer to the area where food is plentiful. 

The migration of the flamingo’s population is given in (28). 
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 t
ij

t
j

t
ij

t
ij xxbxx  1

                                                                       (28) 

 

where,  nN ,0  is the gaussian random number with n  degrees of freedom. 

Step 5: Termination 

Here the AFO is used to select the significant features from the extracted summary. If the optimal solution is not 

achieved then repeat phase 4 to 3 till met the halting conditions 1 ii . After selecting the important features, the data is 

given to ARTL for effective ATS [40]. 

3.5.3.  Abstractive text summarization Using ARTL 

After feature selection the important features are given to ARTL for ATS. The process of making a brief summary 

that encapsulates the important contents of the actual text is known as ATS. The generated summaries might include 

new words and phrases that aren't in the original text. ARTL is the hybridization of TSO and RL.  

TSO: The TSO is modelled as, initialization of the search agents among upper and lower bounds of the search area, 

searching for optimal solution and reaching the optimal solution.  

1. First and foremost, the search agent's initialization is created randomly, as shown in (29).  

 

 LBUBRandLBY                                                                       (29) 

 

where Y mentioned as search agent position 

Rand is the evenly distributed random number 

UB -  Upper Bound 

LB -  Lower Bound 

2. Searching for optimal solution. 

3. Reaching the optimal solution. 

 

The 1r  is the random number utilized to balance among the exploitation  5.01 r  and exploration  5.01 r  of the 

Transient search algorithm (TSO). The best position  *LY  of former search agents can be established from the new 

position LY . The whole method is explained in following (30)-(33): 

 

         5.0&)()]2(sin)2([cos5.0 1
*

1
*

1
*

1
*

  rforYCYTTeYrforeYCYYxf LL
T

L
T

LLL       (30) 

 

MrMT  22                                                                           (31) 

 

131  rMkC                                                                           (32) 

 
















max

22
l

L
M                                                                            (33) 

 

In this, M  is the variable that changes from 2 to 0, 1c and T  are random coefficients   1
3


iir are random 

numbers distributed evenly  1,0 , L   is the iteration number, the constant number is k as ,.....)2,1,0( , and the maximal 

number of iterations is maxl . By the coefficient T  the exploitation and exploration process is realized which is varies 

among 22to , The exploration and exploitation of TSO is achieved  (when 0T , for exploration phase, and when 

0T  for exploitation phase).  

It is clear that the TSO is not complex and used only one equation for balancing and updating between the 

exploitation and exploration. The TSO's computational complexity is represented as O . The complexity of all search 

agent function is then reported as  max* lNO . The TSO method's computational complexity is thus denoted as 

  1maxmax  lDlNxO .  

Reinforcement learning:  

The final abstracted summary is differed from the input summary but it has same meaning. Equation (34) helps to 

derive the iterative updates. 
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    asasQreasQ iai ,|,max, ''
1 '                                                          (34) 

 

where  
r  - reward 

e  - Expectation (that include what action agent takes in states) 

 - Reduced factor for upcoming rewards where   1,0  

Set 0  indicates that present strategy is short-sighted and merely takes the benefits of the current course of 

action into account. Conversely, a higher score  indicates the best future optimism. A successful policy should strike 

a balance between the current and future rewards. A smart policy should maximise the existing reward while 

maximizing the existing reward with the upcoming reward. 

The reward function calculates the comparison among the gold summary  jyy ,......,1 and the final abstracted 

summary  jxx ,......,1
  depends on the Longest Common Subsequence (LCS) recall metric contained with ROUGE and n-

gram concurrence score, which is given in (35). 

 

      otherwisesumscoreksumlengthifSumward ,1{Re                                        (35) 

 

The difference of score among the previous and current iteration is measured, hence  sumScore is formulated as 

in (36),  

 

          otherwisethresholdsscoresscoreifsscoresscoresumScore pnpc 1{        (36) 

 

where threshold   is a constant; cs  and ps  illustrate the summary abstracted in the current and previous iteration steps, 

respectively, which means for the current summary to be more successful and effective than the previous summary. 

ns  is the score function. The summary generated by proposed method composed of natural sentences and it is clear 

that this GS is same to the reference summary in semantics [41]. 

4.  Results and Discussion  

This section explains the summarization of text using extractive and abstractive using improved techniques. 

PYTHON is used to assess the outcomes. The TS-LSTM is compared with existing approaches such as DQNrnn-rnn 

[30] and N-grams [31] for ETS. And the effectiveness of the ARTL is compared with the present methods, such as 

WACNNs [16], concept pointer+DS, concept pointer+DL [27], and GLEAM [28] for ATS. 

4.1  Experimental Setup 

In the Gigaword and DUC-2004 datasets the experiment was conducted. There are 20% testing samples and 80% 

training samples in it. The training and testing for both extractive and abstractive text summarization were done. Google 

Colaboratory, or Google Colab for short, served as the process' Integrated Development Environment (IDE). Google 

colab requires no set-up and it is cloud-based Jupyter notebook environment that is free of cost to use. With Google 

Colab, it can use powerful computer resources, store and share our studies, and create and run code from the browser. 

Using Google Drive, both datasets were mounted to Google Colab. Python is the programming language utilized, 

together with the machine learning packages Keras and Tensorflow. Table 1 includes additional setup information. 

Table 1. Additional setup information 

Configuration parameters  Value 

Device name  DESKTOP-G518UGB 

System type 64-bit operating system, x64-based processor  

OS build 19044.1889 

Processor Intel (R) Core (TM) i7-6700 CPU @3.40 GHz 3.40GHz 

Installed Ram 16.0 GB (15.8 GB usable) 

4.2.  Dataset Description 

To estimate the efficiency of proposed technique, the training and testing are conducted on DUC-2004 and 

Gigaword. The DUC-2004 dataset contains of 500 novel articles, while Gigaword is a dataset for sentence summarising. 

Four human-written reference descriptions are paired with every article in the collection. The comparison of actual and 

the GS produced by proposed technique is shown in Table 2. 
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4.3.  Evaluation Metrics  

The introduced technique is estimated with the help of precision, recall, F1-score and ROUGE scores. 

Precision: The precision is calculated using (37), 

 

retrieved

retrievedrelevant

Sentences

SentencesSentences
ecision


Pr                                                          (37) 

 

where relevant sentences are represented as relevantSentences  and retrieved sentences are mentioned as

retrievedSentences . 

Recall: The recall is evaluated by (38), 

 

relevant

retrievedrelevant

Sentences

SentencesSentences
call


Re                                                      (38) 

 

where relevant sentences are represented as relevantSentences and retrieved sentences are represented as retrievedSentences . 

F1-score: The F1-Score can be calculated using (39). 

 

recallprecision

recallprecision
scoreF




**2
1                                                               (39) 

 

ROUGE: It is determined whether the produced summary and reference summary overlaps for lexical units like 

unigrams, bigrams, word sequences, and LCS. It is a measure that is often used for text summarization. 

It is calculated by following (40): 

 

   

    
 






nnsummaries

nmatchnsummaries

gramcountsgramreferences

gramcountsgramreferences
NROUGE                           (40) 

 

From (40), N is n-gram distance, summariesreference  is the reference summaries,  nmatch gramcount  is the supreme 

quantity of n-grams and matchcount  is number of n-grams in reference summary. 

Table 2. Comparison among the actual and the GS   

Reference Article 1: 
“In the conflict-torn Southern Philippines (SP), a supposed bomb attack on a traveler bus resulted in at least 

two fatalities.” 

Actual Summary (AS): “Philippines explosion leaves at least two people dead” 
GS: “Bombing in SP results in two death” 

Reference Article 2: 

“Spanish real estate company Colonial, which is drowning in debt, reported losses of 1 billion euros for the 
first half of the year, which it attributed to asset depreciation.” 

AS:“Spain ’s colonial posts #.## billion euro loss” 

GS: “Spain ’s colonial posts #.## billion billion billion” 

Reference Article 3: 
“Kim Sook, the nuclear envoy for South Korea, urged North Korea on Monday to resume efforts to shut 

down its nuclear facilities and to cease its "usual" brinkmanship in negotiations.” 

AS: “Envoy requests that North Korea resume nuclear disarmament” 
GS: “North Korea is advised to continue work by the nuclear envoy for South Korea.” 

4.4.  ROUGE Scores for Extractive Model 

Fig. 3 displays the performance comparison of summarization models on ROUGE Score for ETS using DUC-2004 

and Gigaword dataset. Fig. 3(a) shows the ROUGE-1 score analysis of introduced ETS using DUC-2004 dataset. The 

comparison is made with DQNrnn-rnn and N-grams. The analysis shows that the proposed method attains higher 

ROUGE-1 score than the existing approaches. The TS-LSTM attains higher ROUGE-1 score as 57.13%. Fig. 3(b) 

shows the ROUGE-2 score analysis of proposed ETS using DUC-2004 dataset. The proposed method attains 28.35% 

ROUGE-2 score which is higher than the existing approaches. The N-grams attains lower ROUGE-2 score as 10.89%. 

The Fig. 3(c) shows the ROUGE-L analysis of proposed ETS using DUC-2004 dataset. The proposed TS-LSTM attains 

higher ROUGE-L score than the existing approaches. The ROUGE-L score of proposed method is 52.83%. The N-

grams has lower ROUGE-L score as 26.4%. 
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(a)              (d) 

 
(b)              (e) 

 
(c)                 (f) 

Fig. 3. Performance comparison of summarization models on ROUGE Score for extractive method using DUC-2004 and Gigaword dataset 

Fig. 3(d) shows the ROUGE-1 score analysis of TS-LSTM using Gigaword dataset. The comparison is made with 

N-grams and seq-to-seq. While comparing with other approaches the N-gram has lower ROUGE-1 score. The ROUGE 

-1 score of TS-LTSM is 42.11% which is higher than other approaches. Fig. 3(e) shows the ROUGE-2 score analysis of 

TS-LSTM using Gigaword dataset. The proposed method attains 23.55% ROUGE-2 score which is higher than the 

existing approaches. The N-grams attains lower ROUGE-2 score as 18.66%. The Fig. 3(f) shows the ROUGE-L 

analysis of proposed ETS using Gigaword dataset. The proposed TS-LSTM attains higher ROUGE-L score than the 

existing approaches. The ROUGE-L score of proposed method is 41.05%. The N-grams has lower ROUGE-L score as 

34.38%. 

4.5.  Precision, Recall and F1-score for the Extractive Summarization of Text  

This section describes the precision, recall and F1-score analysis of TS-LSTM. Fig. 4(a) shows the precision 

analysis of proposed TS-LSTM. TS-LSTM attains 62.5% of precision which is higher than the existing approaches. The 

comparison is made with FLSTM [33] and Karcı Summarization [34]. Karcı Summarization attains lower precision as 

33.3%. Fig. 4(b) shows the recall analysis of proposed method. The Karcı Summarization attains lower recall value as 

37.3%. The recall value of TS-LSTM is 63% which is higher than the existing approaches. Fig. 4(c) shows the F1-score 

analysis of proposed method. The proposed method attains higher F1-score as 62%, which is higher than the existing 

approaches. The F1-score of Karcı Summarization is 35.1% which is lower than other approaches.  
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(a) (b) 

 
                                                                     (c) 

Fig. 4. Precision, recall and F1-score analysis of proposed extractive text summarization 

4.6.  ROUGE Scores for Abstractive Model 

Fig. 5 shows the performance comparison of summarization models on ROUGE Score for abstractive method 

using Gigaword dataset and DUC-2004 datasets. Fig. 5(a) displays the ROUGE-1 score analysis of introduced ATS 

using Gigaword dataset. The performance of ARTL is compared with the existing approaches such as; WACNNs, 

concept pointer+DS, concept pointer+DL, and GLEAM respectively. The ROUGE-1score of GLEAM is lower than 

other approaches. The proposed method attains higher ROUGE-1 score as 47.05%, which is higher than the existing 

approaches. Fig. 5(b) shows the ROUGE-2 score analysis of proposed ATS using Gigaword dataset. The ROUGE-1 

score of GLEAM is lower than other approaches. The ROUGE-2 score of concept pointer+DS and concept pointer+RL 

are 17.10% and 16.97%. The ROUGE-2 score of WACNNs is 17.74% which is higher than other existing approaches 

but it is lower than the proposed method. The ROUGE-2 score of ARTL is 22.02%. Fig. 5(c) shows the ROUGE-L 

score analysis of ARTL using Gigaword dataset. The ARTL’s  ROUGE-L is higher than the existing approaches. The 

ROUGE-L score of WACNNs is lower than other approaches. The proposed method attains higher ROUGE-L score as 

48.96% using Gigaword dataset. 

Fig. 5(d) shows the ROUGE-1 score analysis of ARTL using DUC-2004 dataset. The performance of ARTL is 

compared with the existing approaches such as; WACNNs, concept pointer+DS, concept pointer+DL, and GLEAM 

respectively. The proposed ARTL attains higher ROUGE-1 score than the existing approaches. While comparing to 

other approaches the Concept pointer+RL approach attains lower ROUGE-1 score. The Concept pointer+DS’s 

ROUGE-1 score is almost near to the WACNNs approach. The proposed method attains higher ROUGE-1 score as 

35.13%. Fig. 5(e) shows the ROUGE-2 score analysis of proposed ATS using DUC-2004 dataset. The analysis shows 

that the ARTL attains higher ROUGE-2 score than other approaches. The ROUGE-2 score of GLEAM is lower than 

other approaches. The proposed method attains higher ROUGE-2 score as 20.35%. Fig.5(f) shows the ROUGE-L score 

analysis of proposed ATS using DUC-2004 dataset. The analysis shows that the GLEAM attains lower ROUGE-L score 

than other approaches and the proposed ARTL attains higher ROUGE-L score as 32.25%. 

 
(a)       (d)
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(b)       (e) 

 
(c)       (f) 

Fig. 5. Performance comparison of summarization models on ROUGE Score for abstractive method using Gigaword and DUC-2004 dataset 

4.7  Precision, Recall and F1-score for the Abstractive Summarization of Text  

Fig. 6 shows the precision, recall and F1-score analysis for ATS. Fig. 6(a) displays the precision analysis of ARTL. 

The analysis shows that the proposed method attains higher precision than the existing approaches.  The comparison is 

made with DBN and MapCoL [29] approaches. The MAPCoL has lower precision than other approaches. The precision 

of proposed method is 54% which is higher than the existing approaches. Fig. 6(b) displays the recall analysis of ARTL. 

The recall value of ARTL is higher than the existing approaches. The recall value of ARTL is 75%. Fig. 6(c) displays 

the F1-score analysis of ARTL. The ARTL’s F1-score s higher than the existing approaches. The F1-score value of 

ARTL is 60%. The MAPCoL has lower F1-score as 42%. 

Fig. 7(a), displays the training and testing loss for ETS. The red line mentions the testing and the blue line 

mentions the training. It shows that the TS-LSTM achieved minimum loss for ETS. Fig 7(b), displays the training and 

testing loss for ATS. The analysis shows that the ARTL attains minimum loss. From the analysis it is clear that the TS-

LSTM and ARTL attains high accuracy with minimum loss rate. 

 

 
(a)                                                                                                                  (b) 

 
(c) 

Fig. 6. Precision, recall and F1-score analysis of proposed abstracted text summarization 
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(a) 

 
(b) 

Fig. 7. Training and testing loss for extractive and abstractive text summarization 

5. Conclusion 

The proposed method effectively summarizes the document with high quality. The classification process uses 

specific keywords to select the sections to summarize. Knowledge graph-based extraction of summaries is extracted for 

the ETS. In the abstraction phase, a certain feature selection process is done to expand the summary's quality. After 

feature extraction, AFO is used to select the optimal features. The output is sent to the Adaptive Transient 

Reinforcement Learning technique for effective summarization in the abstraction phase. The performance metrics like 

F1-score, precision, recall and ROUGE scores for both extraction and abstraction phases are evaluated. The proposed 

method attains 0.625% precision, 0.63% recall and 0.62% F1-score for ETS and 0.54% precision, 0.75% recall and 0.60% 

F1-score for ATS. 
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